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Abstract
• エネルギーのインプットとイオン流出の関係は重要な科学トピックとして（衛星観測に基づく）実証研究が行
われてきた

• イオン種ごとの応答の違い、流出フラックスの上限や下限、日照の果たす役割はよくわかっていない

• 低高度や高高度でのエネルギーインプットに対してイオンの流出フラックスがどう応答するかを数値シミュ
レーションで検証した
さらに、応答が太陽活動（極大期・極小期）や日照（昼側・夜側）によって変化するかも検証した

• H+と比べてO+のフラックスはエネルギーインプットにより敏感に応答する
より低いエネルギーで流出の増加がはじまり、フラックスのダイナミックレンジも大きい

• 高度4000 kmでのフラックスの下限はH+ polar windで決まっているが、非常に強いエネルギーインプット
（イオンの摩擦加熱・電子降り込み）があるとO+が卓越する

• 強い電子降り込みと波動粒子間相互作用が同時に存在するような場合では、常にO+が卓越するようになる
• 瞬間的な最大フラックスの応答は、定常状態での応答と異なる
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• 電離圏からのイオンアウトフローは磁気圏のダイナミクスに大きな影響を与えている
– 磁気リコネクション、尾部のフロー、内部磁気圏、etc

• 同時に、磁気圏プラズマの重要な供給源となっている
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アウトフローとエネルギーインプットの関係
• イオンのアウトフローを駆動しているのはどの物理過程（たち）か？

• 電離圏イオンのアウトフローの駆動源
– 超熱的電子の降り込み（光電子、オーロラ電子、二次電子）

• 電⼦の加熱による両極性電場の発達
– 電磁場エネルギー（Poynting flux）

• ジュール加熱によるスケールハイトの増⼤

• 持ち上げられたイオンはさらに波動粒子間相互作用で加熱
– Ion cyclotron resonant heating [Chang+, 1986; Crew+, 1990]

• 磁場に鉛直⽅向に加熱され磁気ミラー⼒で加速される
– Lower hybrid waves [Chang & Coppi, 1981]
– Dispersive Alfven waves [Chastron+, 2004]
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アウトフローとエネルギーインプットの関係
• FASTの観測からエネルギーインプットとアウトフロー
の関係がスケーリング則で表せることを指摘
[Strangeway+, 2005]
– POLARによる観測 [Zheng+, 2005]
– Alfvenic Poynting fluxとの相関 [Brambles+, 2011]
– O+とH+を独立に検証 [Zhao+, 2020]
– 日照による影響 [Kitamura+, 2021]

• 電離圏からのアウトフローは地球磁気圏グローバル
MHDシミュレーションでの内側境界条件に使用
– Polar windモデルとの結合 [Glocer+, 2009]
– Strangeway+ (2005)のスケーリング則を使用

[Brambles+, 2010]

これらは観測に基づく経験則
→ 数値シミュレーションでは？
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数値シミュレーションによる検証
• Su+ (1999)

– Field Line Interhemispheric Plasma (FLIP) model
• 光電⼦の輸送⽅程式＋イオンの流体⽅程式を磁⼒線上で解く

– Soft electron precipitationとイオンの流出速度・電子温度に相関
– 降り込み電子のエネルギーフラックスが同じならば、エネルギーが低
い電子の方がよりイオンの流出を促進する

• Zeng & Horwitz (2007)
– Dynamic Fluid-Kinetic model

• 低⾼度では流体⽅程式を解き、⾼⾼度では粒⼦の旋回中⼼を追う
– O+のフラックスを電子降り込みと波動の強度で表現できることを示す

– 単純なスケーリング則ではない
• 電⼦降り込みがなくても⼀定量のフラックスが存在
• “valve effect”: ある閾値を超えるとフラックスが増加しはじめる
• 波動の強度が⼗分強くなるとフラックスは飽和する

→ 本研究ではより詳細にエネルギーインプットとの関係を検証
（太陽活動度、日照、O+とH+の区別、摩擦加熱） 6
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precipitation energy flux and wave spectral density in the
following expression:

FluxOþ ¼ 8:8 3:0# 105 þ 2f 1:4e # 107
! "

tanh 8Dwaveð Þ þ 0:2D0:6
wave

! "

;

ð3Þ

where FluxO+ is the O+ number flux in cm&2 s&1 at 3 RE

mapped to 1000 km altitude; fe is the electron precipitation
energy flux in ergs cm&2 s&1, and Dwave is the wave spectral
density at 6.5 Hz in (mV)2 m&2 Hz&1.
[14] Equation (3) succinctly displays the synergistic

effects of soft electron precipitation and transverse wave
heating. The first term on the right side, 3.0 # 105 + 2fe

1.4 #
107, contains the effects of soft electron precipitation on
driving O+ outflows. It includes a power law relationship
between O+ outflow flux and precipitation energy flux, and
has some similarity with the correlation expressions of
Strangeway et al. [2005] and Zheng et al. [2005], although
both of these investigator teams used electron number
density to parameterize electron precipitation. The differ-
ences of the power law indices of equation (3), Strangeway
et al. [2005], and Zheng et al. [2005] might result from the
different sampling altitudes of the O+ flux. Another differ-
ence of equation (3) from Strangeway et al. [2005] and
Zheng et al. [2005] is that equation (3) has a weak O+

outflow baseline, i.e., the term 3.0 # 105, which represent
the small portion of O+ ions with escape energy under the
combined driving of ambipolar field, frictional heating,
mirror force, and centrifugal force. The second term on
the right side, tanh (8Dwave) + 0.2Dwave

0.6 , contains the wave
spectral density ‘‘valve’’ effect associated with the wave
heating processes, as alluded to above. When Dwave is
sufficiently small, tanh (8Dwave) + 0.2Dwave

0.6 ' 0, and there
should be no apparent wave heating effects on the outgoing
O+ flux. Then, as Dwave increases, the term tanh (8Dwave ) +
0.2Dwave

0.6 also increases rather dramatically, but the main
term associated with tanh (8Dwave) changes dramatically
from 0 to 1 over a limited range in Dwave.
[15] Figure 2b displays the O+ outflow flux versus wave

spectral density at 6.5 Hz and electron precipitation energy
flux represented by equation (3). Comparing Figures 2a
and 2b, we find that the spectrogram display of the formula
in equation (3) agrees closely with our simulation results at
various wave spectral density and electron precipitation
energy flux levels, although the O+ fluxes represented by
equation (3) are slightly lower than the simulation results
when the precipitation electron energy flux is lower than
0.5 ergs cm&2 s&1 and wave spectral density is higher than
0.3 mV2 m&2 Hz&1. As noted above, equation (3) and the
associated spectrogram in Figure 2b also adequately
expresses the ‘‘valve’’ effect from the wave heating process
observed in the simulations.

4. Discussion

[16] In the formula representation of the O+ flux we have
distilled from simulations here, we considered two major
controllers of the O+ outflow flux: soft electron precipitation
and wave-induced transverse ion heating. As for the soft
electron precipitation, equation (3) only exhibits the rela-
tionship between O+ flux and electron precipitation energy
flux. This is from those runs where the precipitation

characteristic energy was fixed at 100 eV. However, the
characteristic energy of the electron precipitation is also a
factor controlling the O+ outflow flux. We performed a
separate set of 140 DyFK model runs in which the charac-
teristic energy of the precipitating electron energy spectrum
was reduced from 100 eV to 50 eV, and found the O+ flux
increased about 1.7 times for various other conditions on the
energy flux and wave spectrum. However, the response of O+

flux to the characteristic electron energy is more complicated
and will require a more extensive series of simulations to
properly codify for general purposes. This will be done in
future work, which should lead to an additional dependence
on this parameter in the resulting approximate formula which
would extend beyond equation (3).
[17] With regard to the above noted ‘‘valve’’ effect of the

wave heating process, we interpret this results as follows:
When the transverse wave-driven ion heating is sufficiently
strong and extended, presumably the majority of the enter-
ing O+ ions are sufficiently energized to overcome the
gravity barrier. Therefore, the net O+ number flux should
be expected to saturate, and further increases of wave
spectral density cause no significant further increase in O+

number flux. Of course, the O+ energy flux, not considered
here, should continue to increase with increases in wave
power. The O+ flux saturation in this ‘‘valve’’ effect shows
up in our simulation and formula representation, within the
wave spectral density (at 6.5Hz) range of 0–2.5 (mV)2 m&2

Hz&1. This range already covers the upper limit of the wave
spectral density observed by DE 1, Freja and Viking
spacecraft [Gurnett and Inan, 1988; André et al., 1998;
Oscarsson and Ronnmark, 1990].
[18] As an important plasma source of magnetosphere,

the ionospheric O+ outflow is also dependent on many other
geophysical factors, such as KP index, solar radiation flux,
season, and location of auroral oval. We have incorporated
effects of two of the most important outflow drivers for the
simulations here and the resulting equation (3). This for-
mula representation of O+ flux may provide useful iono-
spheric outflow boundary conditions for certain types of
global magnetosphere simulation models.

[19] Acknowledgment. This work was completed under financial
support by NASA grant NNG05GF67G and NSF grant ATM-0505918 to
the University of Texas at Arlington.
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Polar Wind Outflow Model (PWOM)
• 電離圏からのアウトフローをシミュレートするモデル
• MHDモデル(BATS-R-US)とのモデルカップリングも行っている [Glocer+, 2009]
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エネルギーインプット
• 波動粒子間相互作用: Vperpの擾乱（拡散）として拡散係数D⟂を用いて表現 [Crew+, 1990]

• 電子の降り込み: 上端境界での降り込みエネルギーフラックスを指定
(Eo: characteristic energy)

• 摩擦加熱: 磁場に鉛直な方向のイオンと中性の速度差 (= Vc) をパラメータとして使用

初期条件
• 昼側磁力線: 磁気緯度70度の磁力線に太陽EUVのみを与えて定常状態まで計算したもの

– EUVフラックスは2通り: 太陽極大期 (F10.7 = 180) or 太陽極小期 (F10.7 = 80)
• 夜側磁力線: 昼側の初期条件から、さらに夜側の同磁気緯度に磁力線を置いて一定時間計算したもの
計算設定
• エネルギーのインプットから20分間計算（太陽EUVはそのまま）
• 注目しているパラメータが異なる20ケースを計算し、イオンの流出フラックスとの相関をみる
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importance of illumination which should be further examined (Kitamura et al., 2021). It should not, in general, 
be expected that outflow will respond in the same way at solar maximum and solar minimum, or in the dayside 
cusp and nightside auroral region. Finally, it was noted in Strangeway et al. (2005) and Zhao et al. (2020) that 
many parameters in the dayside cusp are correlated and it is therefore difficult to separate how different physical 
mechanisms can be contributing to the final relationship between outflow flux and energy input.

In this study we use numerical simulations to address the issues described in the previous paragraph. In Section 2 
we briefly describe the model used in this study as well as the study setup and the motivation for the different 
simulations conducted. The results are presented in Section 3. Finally, conclusions and further discussion are 
provided in Section 4.

2. Modeling Approach and Methodology
In this section we provide a brief overview of the model used for the outflow simulations in this study as well as 
the approach to selecting the simulations and conducting the analysis.

2.1. Modeling the Outflow Response to Energy Input
In this study we use the Polar Wind Outflow Model (PWOM) (Glocer et al., 2007, 2009) in order to simulate the 
response of ion outflow to energy input under various conditions. PWOM provides a first principles solution of 
the transport of plasma from the F-region of the ionosphere to the magnetosphere for H +, O +, He +, and electrons. 
Although recent work has added N + and some molecular ions to a version of PWOM (Lin et al., 2020), these 
additional species are not considered in the present study. At low altitudes, below 1,000 km, the model solves the 
gyrotropic transport equations for each ion fluid (Gombosi & Nagy, 1989). At high altitudes, above 1,000 km, 
the model switches to a hybrid PIC approach and follows the gyroaveraged particle equation of motion includ-
ing collisions with a Monte Carlo approach. The ions are solved in a static neutral background provided by the 
empirical MSIS model (Picone, 2002). A comprehensive description of PWOM was published recently by Glocer 
et al. (2018) and interested readers are referred to that work for complete details. Instead, we will focus on provid-
ing a brief description of how PWOM captures the energy inputs which are the focus of this study.

To capture WPI responsible for transverse heating of ions at high altitudes, PWOM applies a series of perpen-
dicular velocity perturbations to the macro particles in the wave heating region that mimic the stochastic wave 
heating process. The distribution of velocity perturbations are randomly chosen to conform to D⊥ which is the 
quasi-linear diffusion coefficient for diffusion perpendicular to the magnetic field. In past studies, we chose an 
empirical specification for this term put forward by Barakat and Schunk (2001). However, in the present study we 
instead adopt the specification of Crew et al. (1990) which is given as follows:

 (1)

where q is the charge, mi is the ion mass, Ω(s) is the gyro-frequency at position s, and |EL| 2 is the left hand polar-
ized portion of the electric field spectral density. By assuming that the electric field spectral density has a power 
law form with a spectral index α and frequency ω such that |EL| 2(ω) ∝ ω −α, and accounting for the variation of the 
cyclotron frequency with radius in a dipole field, Crew et al. (1990) arrives at the following simplified expression:

!⟂ =
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where η is the fraction of waves with left hand polarization, |Eo| 2 is the electric field spectral density at a reference 
radial distance ro, and at frequency the cyclotron frequency at that reference location. The diffusion coefficient in 
this form is highly convenient as it does not depend on velocity and can be fully specified by the power spectral 
density at a given altitude. Note that inherent to this formula is the assumption that the wave spectrum is constant 
in altitude.

To capture the effects of soft electron precipitation, and superthermal electrons in general, PWOM includes 
multiple treatments of energetic electron transport. These include a fully kinetic solution of the superthermal 
electrons (Glocer et al., 2017), as well as a two-stream representation (Glocer et al., 2018) using a adapted version 
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importance of illumination which should be further examined (Kitamura et al., 2021). It should not, in general, 
be expected that outflow will respond in the same way at solar maximum and solar minimum, or in the dayside 
cusp and nightside auroral region. Finally, it was noted in Strangeway et al. (2005) and Zhao et al. (2020) that 
many parameters in the dayside cusp are correlated and it is therefore difficult to separate how different physical 
mechanisms can be contributing to the final relationship between outflow flux and energy input.

In this study we use numerical simulations to address the issues described in the previous paragraph. In Section 2 
we briefly describe the model used in this study as well as the study setup and the motivation for the different 
simulations conducted. The results are presented in Section 3. Finally, conclusions and further discussion are 
provided in Section 4.

2. Modeling Approach and Methodology
In this section we provide a brief overview of the model used for the outflow simulations in this study as well as 
the approach to selecting the simulations and conducting the analysis.

2.1. Modeling the Outflow Response to Energy Input
In this study we use the Polar Wind Outflow Model (PWOM) (Glocer et al., 2007, 2009) in order to simulate the 
response of ion outflow to energy input under various conditions. PWOM provides a first principles solution of 
the transport of plasma from the F-region of the ionosphere to the magnetosphere for H +, O +, He +, and electrons. 
Although recent work has added N + and some molecular ions to a version of PWOM (Lin et al., 2020), these 
additional species are not considered in the present study. At low altitudes, below 1,000 km, the model solves the 
gyrotropic transport equations for each ion fluid (Gombosi & Nagy, 1989). At high altitudes, above 1,000 km, 
the model switches to a hybrid PIC approach and follows the gyroaveraged particle equation of motion includ-
ing collisions with a Monte Carlo approach. The ions are solved in a static neutral background provided by the 
empirical MSIS model (Picone, 2002). A comprehensive description of PWOM was published recently by Glocer 
et al. (2018) and interested readers are referred to that work for complete details. Instead, we will focus on provid-
ing a brief description of how PWOM captures the energy inputs which are the focus of this study.

To capture WPI responsible for transverse heating of ions at high altitudes, PWOM applies a series of perpen-
dicular velocity perturbations to the macro particles in the wave heating region that mimic the stochastic wave 
heating process. The distribution of velocity perturbations are randomly chosen to conform to D⊥ which is the 
quasi-linear diffusion coefficient for diffusion perpendicular to the magnetic field. In past studies, we chose an 
empirical specification for this term put forward by Barakat and Schunk (2001). However, in the present study we 
instead adopt the specification of Crew et al. (1990) which is given as follows:

!⟂ =
(
"#2∕2$2

%
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where q is the charge, mi is the ion mass, Ω(s) is the gyro-frequency at position s, and |EL| 2 is the left hand polar-
ized portion of the electric field spectral density. By assuming that the electric field spectral density has a power 
law form with a spectral index α and frequency ω such that |EL| 2(ω) ∝ ω −α, and accounting for the variation of the 
cyclotron frequency with radius in a dipole field, Crew et al. (1990) arrives at the following simplified expression:

 (2)

where η is the fraction of waves with left hand polarization, |Eo| 2 is the electric field spectral density at a reference 
radial distance ro, and at frequency the cyclotron frequency at that reference location. The diffusion coefficient in 
this form is highly convenient as it does not depend on velocity and can be fully specified by the power spectral 
density at a given altitude. Note that inherent to this formula is the assumption that the wave spectrum is constant 
in altitude.

To capture the effects of soft electron precipitation, and superthermal electrons in general, PWOM includes 
multiple treatments of energetic electron transport. These include a fully kinetic solution of the superthermal 
electrons (Glocer et al., 2017), as well as a two-stream representation (Glocer et al., 2018) using a adapted version 
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importance of illumination which should be further examined (Kitamura et al., 2021). It should not, in general, 
be expected that outflow will respond in the same way at solar maximum and solar minimum, or in the dayside 
cusp and nightside auroral region. Finally, it was noted in Strangeway et al. (2005) and Zhao et al. (2020) that 
many parameters in the dayside cusp are correlated and it is therefore difficult to separate how different physical 
mechanisms can be contributing to the final relationship between outflow flux and energy input.

In this study we use numerical simulations to address the issues described in the previous paragraph. In Section 2 
we briefly describe the model used in this study as well as the study setup and the motivation for the different 
simulations conducted. The results are presented in Section 3. Finally, conclusions and further discussion are 
provided in Section 4.

2. Modeling Approach and Methodology
In this section we provide a brief overview of the model used for the outflow simulations in this study as well as 
the approach to selecting the simulations and conducting the analysis.

2.1. Modeling the Outflow Response to Energy Input
In this study we use the Polar Wind Outflow Model (PWOM) (Glocer et al., 2007, 2009) in order to simulate the 
response of ion outflow to energy input under various conditions. PWOM provides a first principles solution of 
the transport of plasma from the F-region of the ionosphere to the magnetosphere for H +, O +, He +, and electrons. 
Although recent work has added N + and some molecular ions to a version of PWOM (Lin et al., 2020), these 
additional species are not considered in the present study. At low altitudes, below 1,000 km, the model solves the 
gyrotropic transport equations for each ion fluid (Gombosi & Nagy, 1989). At high altitudes, above 1,000 km, 
the model switches to a hybrid PIC approach and follows the gyroaveraged particle equation of motion includ-
ing collisions with a Monte Carlo approach. The ions are solved in a static neutral background provided by the 
empirical MSIS model (Picone, 2002). A comprehensive description of PWOM was published recently by Glocer 
et al. (2018) and interested readers are referred to that work for complete details. Instead, we will focus on provid-
ing a brief description of how PWOM captures the energy inputs which are the focus of this study.

To capture WPI responsible for transverse heating of ions at high altitudes, PWOM applies a series of perpen-
dicular velocity perturbations to the macro particles in the wave heating region that mimic the stochastic wave 
heating process. The distribution of velocity perturbations are randomly chosen to conform to D⊥ which is the 
quasi-linear diffusion coefficient for diffusion perpendicular to the magnetic field. In past studies, we chose an 
empirical specification for this term put forward by Barakat and Schunk (2001). However, in the present study we 
instead adopt the specification of Crew et al. (1990) which is given as follows:

 (1)

where q is the charge, mi is the ion mass, Ω(s) is the gyro-frequency at position s, and |EL| 2 is the left hand polar-
ized portion of the electric field spectral density. By assuming that the electric field spectral density has a power 
law form with a spectral index α and frequency ω such that |EL| 2(ω) ∝ ω −α, and accounting for the variation of the 
cyclotron frequency with radius in a dipole field, Crew et al. (1990) arrives at the following simplified expression:

 (2)

where η is the fraction of waves with left hand polarization, |Eo| 2 is the electric field spectral density at a reference 
radial distance ro, and at frequency the cyclotron frequency at that reference location. The diffusion coefficient in 
this form is highly convenient as it does not depend on velocity and can be fully specified by the power spectral 
density at a given altitude. Note that inherent to this formula is the assumption that the wave spectrum is constant 
in altitude.

To capture the effects of soft electron precipitation, and superthermal electrons in general, PWOM includes 
multiple treatments of energetic electron transport. These include a fully kinetic solution of the superthermal 
electrons (Glocer et al., 2017), as well as a two-stream representation (Glocer et al., 2018) using a adapted version 
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of the GLOW code (Solomon, 2017; Solomon et al., 1988). In both cases the energetic electrons feedback to the 
outflow solution through enhanced ion production, thermal electron heating, as well as through the currentless 
condition (e.g., Khazanov et al., 1997). As a result of all these changes, the ambipolar electric field is enhanced 
which in turn impacts the ion evolution. For this study we use the GLOW two-stream treatment for the superther-
mal electrons as it provides a sufficiently physical treatment at a reduced computational expense. For this calcu-
lation the precipitating electron spectrum is imposed using the following spectrum (Rees, 1989):

Φ!(") = #"$−"∕"% (3)

where Φb(E) is the precipitation electron flux imposed on the upper boundary of the downward stream, Eo is the 
characteristic energy, and A is a normalization factor to ensure the desired energy flux.
Frictional heating of the ion gas is included in the model by way of a source term in the energy equation (Schunk 
& Nagy, 2000):

 (4)

where νin is the ion neutral collision frequency, ρi is the ion mass density, mn is neutral mass, and ui⊥ and un⊥ are 
the ion and neutral velocities perpendicular to the local magnetic field. Note that the sum is only over neutrals 
as we are specifically calling out the contribution of frictional heating on a particular ion species “i” due to the 
difference in perpendicular motion relative to the neutrals. As you can see, this term represents the friction heat-
ing due to the differential motion of ion and neutral fluids.
While other outflow mechanisms may be at work, the present study focuses on WPI through ICRH with broad 
band electromagnetic low frequency (BBELF) waves, and the consequences of soft electron precipitation and 
frictional heating of the ions. For more details of the PWOM code used in this study we refer the reader back to 
Glocer et al. (2018).

2.2. Simulation Methodology
Our goal in this study is to examine the efficiency of converting input energy into ion upwelling and outflow for 
different mechanisms under a variety of conditions. With this objective in mind, we use the empirical paradigm 
discussed by Strangeway et al. (2005) to provide a roadmap to focus our simulation effort. In particular, that study 
inferred low altitude upwelling mechanisms associated with the two observed energy inputs from soft electron 
precipitation and frictional heating of the ions. The supposition was that these energy inputs deposit energy at 
low altitudes and lifts the plasma to higher altitudes where transverse heating driven by WPI can take over and 
supply the remaining energy required to let ions escape. We align our simulation effort with these three energy 
inputs in order to understand the contribution from each. The following paragraphs further detail the simulation 
configuration.
For each energy input, we consider the resulting ion flux as we sweep the input value. In particular, we define 
a maximum and minimum input value and conduct a sequence of 20 simulations spanning the defined range. 
For dayside simulations, each sweep over a given parameter starts from a steady state solution representing the 
plasma on an open field line at a magnetic latitude of 70° exposed only to solar EUV input. The energy input 
being examined in a given simulation sweep switches on at time 0 and the simulation continues for 20 min. 
This set up reasonably mimics a convecting field line initially exposed only to solar EUV input which suddenly 
encounters the cusp.
We further examine how solar EUV flux impacts the connection between energy inputs and upflowing ion flux. 
Two types of EUV flux changes are considered: (a) solar max versus solar min, and (b) day versus night. For the 
first case, we consider two values of F10.7 representing solar maximum (180) and solar minimum (80). These 
values of F10.7 are used to set the solar EUV spectrum used in the calculation of the photoionization rate, the 
photoelectron calculation, and also sets the background empirical neutral thermosphere profile. The specified 
value of F10.7 is used for both obtaining the steady state initial condition as well as the portion of the run after the 
energy input of interest is switched on. Day-night illumination differences are the second way that solar EUV flux 
can alter the connection between energy inputs and upflowing ion flux. For the nightside field line we start with 
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of the GLOW code (Solomon, 2017; Solomon et al., 1988). In both cases the energetic electrons feedback to the 
outflow solution through enhanced ion production, thermal electron heating, as well as through the currentless 
condition (e.g., Khazanov et al., 1997). As a result of all these changes, the ambipolar electric field is enhanced 
which in turn impacts the ion evolution. For this study we use the GLOW two-stream treatment for the superther-
mal electrons as it provides a sufficiently physical treatment at a reduced computational expense. For this calcu-
lation the precipitating electron spectrum is imposed using the following spectrum (Rees, 1989):

 (3)

where Φb(E) is the precipitation electron flux imposed on the upper boundary of the downward stream, Eo is the 
characteristic energy, and A is a normalization factor to ensure the desired energy flux.
Frictional heating of the ion gas is included in the model by way of a source term in the energy equation (Schunk 
& Nagy, 2000):

!"#

!$
=
∑

%

&#'#%

(# + ( %

[
(%()#⟂ − )%⟂]

2
)

 (4)

where νin is the ion neutral collision frequency, ρi is the ion mass density, mn is neutral mass, and ui⊥ and un⊥ are 
the ion and neutral velocities perpendicular to the local magnetic field. Note that the sum is only over neutrals 
as we are specifically calling out the contribution of frictional heating on a particular ion species “i” due to the 
difference in perpendicular motion relative to the neutrals. As you can see, this term represents the friction heat-
ing due to the differential motion of ion and neutral fluids.
While other outflow mechanisms may be at work, the present study focuses on WPI through ICRH with broad 
band electromagnetic low frequency (BBELF) waves, and the consequences of soft electron precipitation and 
frictional heating of the ions. For more details of the PWOM code used in this study we refer the reader back to 
Glocer et al. (2018).

2.2. Simulation Methodology
Our goal in this study is to examine the efficiency of converting input energy into ion upwelling and outflow for 
different mechanisms under a variety of conditions. With this objective in mind, we use the empirical paradigm 
discussed by Strangeway et al. (2005) to provide a roadmap to focus our simulation effort. In particular, that study 
inferred low altitude upwelling mechanisms associated with the two observed energy inputs from soft electron 
precipitation and frictional heating of the ions. The supposition was that these energy inputs deposit energy at 
low altitudes and lifts the plasma to higher altitudes where transverse heating driven by WPI can take over and 
supply the remaining energy required to let ions escape. We align our simulation effort with these three energy 
inputs in order to understand the contribution from each. The following paragraphs further detail the simulation 
configuration.
For each energy input, we consider the resulting ion flux as we sweep the input value. In particular, we define 
a maximum and minimum input value and conduct a sequence of 20 simulations spanning the defined range. 
For dayside simulations, each sweep over a given parameter starts from a steady state solution representing the 
plasma on an open field line at a magnetic latitude of 70° exposed only to solar EUV input. The energy input 
being examined in a given simulation sweep switches on at time 0 and the simulation continues for 20 min. 
This set up reasonably mimics a convecting field line initially exposed only to solar EUV input which suddenly 
encounters the cusp.
We further examine how solar EUV flux impacts the connection between energy inputs and upflowing ion flux. 
Two types of EUV flux changes are considered: (a) solar max versus solar min, and (b) day versus night. For the 
first case, we consider two values of F10.7 representing solar maximum (180) and solar minimum (80). These 
values of F10.7 are used to set the solar EUV spectrum used in the calculation of the photoionization rate, the 
photoelectron calculation, and also sets the background empirical neutral thermosphere profile. The specified 
value of F10.7 is used for both obtaining the steady state initial condition as well as the portion of the run after the 
energy input of interest is switched on. Day-night illumination differences are the second way that solar EUV flux 
can alter the connection between energy inputs and upflowing ion flux. For the nightside field line we start with 
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• パラメータ：Perp方向のイオン・中性速度差Vc
• 1200 km (exobase)と4000 km (FAST satellite)
でのpeak fluxを検証

• フラックスの増加を引き起こすVcに閾値が存在
（あるVc以下ではフラックスに影響なし）

• 応答はO+の方が大きい（閾値、冪指数、フラックス
の最大値）

• O+は一部のフラックスのみ4000 kmまで到達し、
冪指数も大きくなる
一方でH+は大部分が4000kmまで到達

→ O+が磁気圏まで流出するにはさらなる加熱・加速が
必要？（特にVc < 1km/sのとき）
• 太陽極大期の方がより大きいフラックスを示す
速度差に対する応答は似通っている
（閾値、1200 kmでの冪指数など）

9

Frictional heating 火星勉強会
2023年9月7日

Figure 1



• パラメータ：電子 (Eo = 400 eV)の降り込みエネル
ギーフラックス

• 1200 km (exobase)と4000 km (FAST satellite)
でのpeak fluxを検証

• O+の方がより大きい応答を示す
• 特にO+では一部のフラックスしか4000 kmに到達
せず、冪指数も大きい

• 1200kmでは閾値がなく滑らかに増加
4000kmでは特にO+に明確な閾値

• 太陽活動はフラックスの強度に影響

10

Electron precipitation (1/2) 火星勉強会
2023年9月7日

Figure 2



• パラメータ：電子 (Eo = 100 eV)の降り込みエネル
ギーフラックス

• 1200 km (exobase)と4000 km (FAST satellite)
でのpeak fluxを検証

• O+の方がより大きい応答を示す
• 特にO+では一部のフラックスしか4000 kmに到達
せず、冪指数も大きい

• 1200kmでは閾値がなく滑らかに増加
4000kmでは特にO+に明確な閾値

• 太陽活動はフラックスの強度に影響
• 電子のcharacteristic energyが小さいほどフラッ
クスは大きい

– エネルギーフラックスが一定ならば降り込み電
子の平均エネルギーが低いほどアウトフローが
大きくなる (Su+, 1999)

11

Electron precipitation (2/2) 火星勉強会
2023年9月7日

Figure 3
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of the GLOW code (Solomon, 2017; Solomon et al., 1988). In both cases the energetic electrons feedback to the 
outflow solution through enhanced ion production, thermal electron heating, as well as through the currentless 
condition (e.g., Khazanov et al., 1997). As a result of all these changes, the ambipolar electric field is enhanced 
which in turn impacts the ion evolution. For this study we use the GLOW two-stream treatment for the superther-
mal electrons as it provides a sufficiently physical treatment at a reduced computational expense. For this calcu-
lation the precipitating electron spectrum is imposed using the following spectrum (Rees, 1989):

Φ!(") = #"$−"∕"% (3)

where Φb(E) is the precipitation electron flux imposed on the upper boundary of the downward stream, Eo is the 
characteristic energy, and A is a normalization factor to ensure the desired energy flux.
Frictional heating of the ion gas is included in the model by way of a source term in the energy equation (Schunk 
& Nagy, 2000):

 (4)

where νin is the ion neutral collision frequency, ρi is the ion mass density, mn is neutral mass, and ui⊥ and un⊥ are 
the ion and neutral velocities perpendicular to the local magnetic field. Note that the sum is only over neutrals 
as we are specifically calling out the contribution of frictional heating on a particular ion species “i” due to the 
difference in perpendicular motion relative to the neutrals. As you can see, this term represents the friction heat-
ing due to the differential motion of ion and neutral fluids.
While other outflow mechanisms may be at work, the present study focuses on WPI through ICRH with broad 
band electromagnetic low frequency (BBELF) waves, and the consequences of soft electron precipitation and 
frictional heating of the ions. For more details of the PWOM code used in this study we refer the reader back to 
Glocer et al. (2018).

2.2. Simulation Methodology
Our goal in this study is to examine the efficiency of converting input energy into ion upwelling and outflow for 
different mechanisms under a variety of conditions. With this objective in mind, we use the empirical paradigm 
discussed by Strangeway et al. (2005) to provide a roadmap to focus our simulation effort. In particular, that study 
inferred low altitude upwelling mechanisms associated with the two observed energy inputs from soft electron 
precipitation and frictional heating of the ions. The supposition was that these energy inputs deposit energy at 
low altitudes and lifts the plasma to higher altitudes where transverse heating driven by WPI can take over and 
supply the remaining energy required to let ions escape. We align our simulation effort with these three energy 
inputs in order to understand the contribution from each. The following paragraphs further detail the simulation 
configuration.
For each energy input, we consider the resulting ion flux as we sweep the input value. In particular, we define 
a maximum and minimum input value and conduct a sequence of 20 simulations spanning the defined range. 
For dayside simulations, each sweep over a given parameter starts from a steady state solution representing the 
plasma on an open field line at a magnetic latitude of 70° exposed only to solar EUV input. The energy input 
being examined in a given simulation sweep switches on at time 0 and the simulation continues for 20 min. 
This set up reasonably mimics a convecting field line initially exposed only to solar EUV input which suddenly 
encounters the cusp.
We further examine how solar EUV flux impacts the connection between energy inputs and upflowing ion flux. 
Two types of EUV flux changes are considered: (a) solar max versus solar min, and (b) day versus night. For the 
first case, we consider two values of F10.7 representing solar maximum (180) and solar minimum (80). These 
values of F10.7 are used to set the solar EUV spectrum used in the calculation of the photoionization rate, the 
photoelectron calculation, and also sets the background empirical neutral thermosphere profile. The specified 
value of F10.7 is used for both obtaining the steady state initial condition as well as the portion of the run after the 
energy input of interest is switched on. Day-night illumination differences are the second way that solar EUV flux 
can alter the connection between energy inputs and upflowing ion flux. For the nightside field line we start with 
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• パラメータ：波動のパワースペクトル密度
• 4000 km (FAST satellite)でのフラックスを検証
t = 20min: ほぼ定常状態でのフラックス
max for t < 20min: 計算内での最大フラックス

• 電離圏から供給されるイオンフラックスの理論的な
上限 (limiting flux)を計算している
– H+: HとO+の電荷交換
– O+:光電離、電子衝突電離

• Flux tubeに沿った連続の式をもとにlimiting flux
を導出 [Richards and Torr, 1985]

• 図中の“prod”は上式をもとに計算
図中の“max”はよりラフな推定
（peak production rate × scale height)

12

Wave power (1/2) 火星勉強会
2023年9月7日

Figure 4
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state, and integrate along the magnetic field from an initial position so to a position s to obtain an expression for 
the flux ϕ(s) (Richards & Torr, 1985):

!(") = !#$(")∕$# + $# ∫
"

"#

(
% − & −

'(

')

)
*"∕$(") (5)

where P(s) is the production rate for a given ion, L(s) is the loss rate, B(s) is the magnetic field at a point s, and 
Bo is the magnetic field at the lower boundary so. To obtain the limiting flux, they consider a steady state which 
removes the time derivative, set ϕo = 0 which is a fair approximation at low altitude, set s = ∞, and then neglect 
the loss term in order to find the upper limit of the flux. Following this example, the value of the limiting flux, 
ϕL, at a position, s, along the magnetic field line is given by Richards and Torr (1985):

 (6)

This equation is identical to Equation 4 of Richards and Torr (1985) once the value of the production rate for H + 
is substituted in for P(s). It is interesting to note that prior to substituting a species specific value for P(s) there are 
no assumptions in the derivation that limits Equation 6 to H +. We can therefore apply the limiting flux concept 

Figure 4. Ion flux at 4,000 km scaling with wave power. Solar maximum conditions are shown on the top row, and solar 
minimum conditions are shown on the bottom row. The steady state solution are shown in the left column, and the peak 
flux value over the course of the simulation are shown in the right column. The “max” and “prod” values for each species 
represent different estimates of the limiting flux defined in the text.
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state, and integrate along the magnetic field from an initial position so to a position s to obtain an expression for 
the flux ϕ(s) (Richards & Torr, 1985):

 (5)

where P(s) is the production rate for a given ion, L(s) is the loss rate, B(s) is the magnetic field at a point s, and 
Bo is the magnetic field at the lower boundary so. To obtain the limiting flux, they consider a steady state which 
removes the time derivative, set ϕo = 0 which is a fair approximation at low altitude, set s = ∞, and then neglect 
the loss term in order to find the upper limit of the flux. Following this example, the value of the limiting flux, 
ϕL, at a position, s, along the magnetic field line is given by Richards and Torr (1985):

!" = ∫
∞

#$

% (#)
&$

&(#)
'# (6)

This equation is identical to Equation 4 of Richards and Torr (1985) once the value of the production rate for H + 
is substituted in for P(s). It is interesting to note that prior to substituting a species specific value for P(s) there are 
no assumptions in the derivation that limits Equation 6 to H +. We can therefore apply the limiting flux concept 

Figure 4. Ion flux at 4,000 km scaling with wave power. Solar maximum conditions are shown on the top row, and solar 
minimum conditions are shown on the bottom row. The steady state solution are shown in the left column, and the peak 
flux value over the course of the simulation are shown in the right column. The “max” and “prod” values for each species 
represent different estimates of the limiting flux defined in the text.
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• パラメータ：波動のパワースペクトル密度
• 4000 km (FAST satellite)でのフラックスを検証
t = 20min: ほぼ定常状態でのフラックス
max for t < 20min: 計算内での最大フラックス

• 定常状態でのフラックス
– O+:波動強度が閾値を超えると冪乗で増加するが、
フラックスはlimiting flux付近で飽和

– H+:波動の強度によらずlimiting flux付近でほぼ一定

• 計算内での最大フラックス
– 波動強度が小さい場合では定常状態とほぼ同じ
（フラックス強度、閾値、冪指数）

– 波動強度が大きい場合ではフラックスは飽和せず
増え続ける

→ あらかじめ存在していたイオンも流出するため、瞬間
的にはlimiting fluxを超えた大量の流出がありうる

13

Wave power (2/2) 火星勉強会
2023年9月7日

Figure 4



• パラメータ：波動のパワースペクトル密度
• 4000 km (FAST satellite)での最大フラックスを検証
• 対流の速度は2通り

– Fast convection: 834秒 (対流速度2.0 km/s)
– Slow convection: 3336秒 (対流速度0.5 km/s)

• Fast convectionの方が冪指数やフラックス強度が大
きい

→より多くのイオンがflux tubeに残っているため

14

Wave power on nightside 火星勉強会
2023年9月7日

Figure 5



• パラメータ：波動のパワースペクトル密度
• 4000 km (FAST satellite)での最大フラックスを検証
• 電子の降り込みフラックスも2通りを検証

• 電子の降り込みフラックスが増えるとO+フラックスが
大きく増加

• 冪指数やアウトフローの組成（O+とH+の割合）も変化

• 太陽EUVの寄与が相対的に小さい極小期で特に電子降
り込みの影響が顕著

→ 複数のエネルギー注入が起きると、イオンの流出フラッ
クスとのスケール則は大きく変わる

15

Wave power & electron precipitation 火星勉強会
2023年9月7日

Figure 6



エネルギーインプットとイオンの最大流出フラックスとの大まかな関係
• エネルギーインプットがある閾値(“activation point”)を超えると、フラックスは冪乗則で増加しはじめる
• フラックスが定常状態での理論的上限(“critical flux”)に近づくと増加は緩やかになる
• H+フラックスは理論的上限付近でほぼ一定なのに対し、O+フラックスはエネルギーインプットに敏感に応答
結果、注入が弱い場合はH+主体の、注入が強い場合はO+主体のアウトフローとなる

16

議論 (1/2) 火星勉強会
2023年9月7日

Figure 7



• 低高度での加熱プロセス
– 摩擦加熱 (~ DC Poynting flux): イオン種ごとに異なるactivation pointが存在（O+の方が低い）
– 電子降り込み: 低高度ではactivation pointがない（滑らかに増加する）が、高高度では存在
– O+の方がより強くエネルギーインプットの影響を受ける（Zhao+ (2020)と整合的）

• 波動粒子間相互作用
– 強度に依存しない形でH+ polar windによる下限フラックスが存在
ただし、強い電子降り込みが波動と同時に存在しているとO+が卓越

– 定常状態では理論的な上限付近でフラックスが飽和（Zeng & Horwitz (2007)と整合的）
– 最大フラックスは飽和せず増加しつづける（ただし冪指数は小さくなる）
現実はこちらの状況に近い（時間発展する系）

• 太陽活動度はフラックスの強度や組成に影響
– 極大期ではエネルギーインプットの種類によらずフラックスが強くなる
– さらに、より低いエネルギーインプットでO+主体のアウトフローになる

• 日照も影響
– Kitamura+ (2021): 昼側でより強いフラックス、スケーリング則自体はSZAには依存しない

• 中性大気も影響を受ける可能性がある（特に摩擦加熱が起きている場合）
– 加熱による中性大気の持ち上げ

• 複数のインプットが入るとフラックスの様相は大きく変化
– 観測でのばらつきはこれに起因？ 17
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まとめ
• 衛星観測で示されてきたイオンの流出フラックスとエネルギーインプットの相関関係（スケーリング則）を数値
シミュレーションを用いて先行研究と比べてより網羅的に検証した

• エネルギーインプットへの影響は、単純なスケーリング則ではなくいくつかの段階がある
– Activation point, power law growth, saturated growth

• H+と比べO+はエネルギーインプットにより敏感に応答し、フラックスのダイナミックレンジも大きい
• エネルギーインプットの種類や組み合わせによっても異なる傾向を示す

– 摩擦加熱 (Poynting flux)、電子降り込み、波動粒子間相互作用
• 太陽活動度はフラックスの強度や組成に影響を与える
日照条件（昼側のカスプ・夜側のオーロラ帯）によっても異なる傾向を示す

個人的感想
• 大気散逸シミュレーションにおけるエネルギーインプットの重要性を認識

– 特に電子降り込みや波動の影響（MHDモデルでどう表現するか？）
– 強い固有磁場が存在する場合は顕著（地球、太古火星）
– 現在火星では？（残留磁場）
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